The Multimission VICAR Planner:
Automated Image Processing for Scientific Data Analysis

Steve A. Chien and Helen 13. Mortensen
Jet Propulsion Laborat ory
California Institute of Teclhinology
4800 oak Grove Drive M/S 525-3660
Pasadena, CA 91109-N)99
(818) 306-6144 IFAX (818) 306-6912
{steve.chien,helen.nortensen} @jpl.nasa.gov

Abstract

TheMullimission VICAR Planner (MV]?) systemn is
an Al planning system which constructs execut able
image processing programs to support Operational
Science Analysis (OSA) requests made to the Jet
Propulsion Laboratory (J] '1,) Multimission Iimage
Processing Subsystem (M 1PS). MV accepts as in-
pUWimage filesand a Ili.gll-level specification of de-
sired corrections, enhanceinents, outputl propertics
(such as for mosaick MVP then derives: unspec-
ified but required processing steps, relevant image
processing library programns, and appropriale pa-
rameter settings for such programs - constructling
an exccutable iinage processing Program to fill the
image processing request. MVP is currently avail-
able to analysts to fill requests and red uces the ef-
fort to fill radiornctric correction, color triplet re-
construction,andmosaicking tasks by OVEr an order
of magnitude.

Problem Description

In recent times, improvements in spacecraft immag-
ing hardware have caused a nassiveincreascin the
amount of scientific dataand variety of scicnce data
products. Simultancously, increased sophistication
of image processing algorithms has complicated the
image processing task. While cnsuring physical ac-
cess 1o the vast amounts of space-related data can
be achieved, it is often extremely difficult for the av-
crage user Lo manageably prepare and process the
available scientific data.

(hit method for reducing this data access, prepa-
ration, and analysis problem is the development of
general purpose data processing languages and in-
terfaces. These languages and interfaces allow users
to access and process data within a common en-
vironment. IFFor image processing, the V] CAR en -
vironment (Video linage Communication and Re-
trieval 1) (Lavoic et al. 1989) is a major constituent

O his work was performed by the Jet Propulsion Lab-
oratory, California Institute of Teclhitiology, un der cori-
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Ihisname is somewhat misleading as VICAR iS used
Lo process considerable ]1o]l-video image data such as

of JPL’s image processing capability. VICAR pro-
vides a stanc ard interface to allow a user to pe-
trieve video image data and apply sophisticated im-
age processing algorithins. The principal focus of the
VICAR systemn is planctary imaging, and as such it
supports imagin £or J PL flight projects including
VOYAGER, VIKING., MAGELLAN, GALILEO,
CASSINI, ete. VI CAR has been applied to other
space imaging missions such as IBISand LAND-
SAT. The V] CARsystem has aso been applied to
numerous other app lications including: astronomy,
carth resources, land use, biomedicine, and forensics.
VICAR is a principal component of the Multimis-
sion Image Processing Laboratory (M1 PPL). Outside
of JPPL, VICAR users include universities, the mil-
itary, rescarch institutions, acrospace corporations,
companies, and Gaileo HIIPS (home institution im-
age processing subsystem) sites with a total user
group of over 100 uscrs.

VICA R allows individual image processing steps
(called VICAR programs)to be combined into more
complex image processing scripts called procedure
definition files (1 °DFs). As one of their primary du-
ties, JI’LL analysts construct P’D¥'s to perform image
corrcction, image enhancement, construct mosaics,
and to create movies and render objects. Individual
processing programs perform functions such as:

1. photometric correction - correcting the image for
lighting conditions duc to the position of the sun
relative to the imaging device and target,

2. radiometric correction - correcting for varying
camer a response depending on camera state and
other propertics such as where in the field of view
the image is read,

3. line fillin - interpolating missing lines caused by
data transmission errors.

For example, shown in Figure 1 is a code frag-
ment to perforr o port ions of image navigation man-
ually using a Galileo image. % 7 T'he higher-level
conceptual steps arc §] 1own at the left and the cor-
responding VICAR code at the right. In this case,
the tasks being accomplished are acquiring initial
navigation information, constructing initial overlap
pairs, refining initial overlap pairs, checking for a

MJGLT.LAN synthctic aperture radar data.
2This code Was generated by MV,
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Figure 1 Sample VICAR Code Fragment

previous tiepoint file, manually generating or refin-
ing ticpoints, and constructing the OM  matrix for
image navigation. In this case the overal uscr goal
is to navigate the image. ‘(Y other subgoals (and
steps) arc necessary to support this goal due to the
dependencies of VICAR and image navigation.

In order to fulfill OSA requests for image pro-
cessing, analysts must create complex VICAR pro-
grams, determining relevant programs, order of ex-
ecution, and paramcter settings using their knowl-
edge of the processing steps and prrocessing program
requirements.

Unfortunately, manual construction of VICAR
programs i S both labor and knowledge intensive.
The VI CAR procedure generation prollem is also
a knowledge intensive task in that an analyst must
]) ossess knowledge of:

1. image processing and image processing programs
(asof 1/93 there were approximately 50 frequently
used programs, some having 10s,0ptions)

2. database organizationr and database label infor-
mation to understand the state of relevant data

3. the VICAR programming language to produce
and store relevant information.

Because of the complexity and amount of programn
knowledge relevant to the task as well as the many
interacting problam goals, VI CAR procedure gen-
cration is a labor intensive task. Generation of a
complex VICAR procedure may take' up to months
of analyst time.

One difliculty facing analysts is the diversity of
knowledge required to produce expert VI CAR pro-
cedures. While certain VICAR users, such as expert
analysts, may possess much of this knowledge, the

»vast majority of VI CAR uscrs arc_niovice to onc or

povinh Mnore aspects” of this knowledge. Unfortunately, this

increases the difficultly of data access and prepara-
tion and increases the load on experts who must

spend asignificant ainount of their time assisting
those less kuowledgable. For example, a university
user may know a great deal about the science behind
the imaging, and the theory behind the processing
steps but may know little about the underlying as-
sumptions of the implementation of the processing
steps or VICAR itself. Similarly, a programmer who
writes processing programns may know quite a bit
about 1their particular program but may experience
difficulty in writing aVICAR procedure to generate
data to test his or her program. This great need
for VICAR knowledge exists because of the signifi-
cant tine it takes to hecome proficient in multiple
aspects of VICAR. Generally,a VICAR user with 1-
2 years of experience is considered a novice VICAR
user, while it may take 4-5 years to become a VICAR
expert.

Application Description

MV P (Chien 1994a; Chien 1994c) partially auto-
mates peneration of image processing procedures
from user requests aud a knowledge-based 1mmodel
of aninage processing arca using Attificial Antelli-
gence (Al) automated planning techniques (Iwasaki
and Fricdland 19S5; Pemberthy and Weld 1992;
Stefik 1981). In Al planning, a system uses: 1) a
model of actionsin adomain; 2) a model of the cur-
rent stat c; and 3) aspecification of the desired state;
to reason about what actions to take to achicve some
specified goals. In VICAR image processing the ac-
tions are VICAR image prrocessing programs, the
current state is thecurrent state of the image files
of intercst, and the specification of the desired state
corresponds to the user image processing goals. By
partially automating the filling of basic science im-
age processing requests, image processing request
turnaround time will be reduced, analystg time will
be freed for more cornplex and challenging science
requesls, and anal yst workload will be reduced.

The MVP A rchitecture

The overall architecture for the MVIP> system is
shown in Figurel. The user inputs a problem
specification consisting of processing goals and cer-
tain image informationusing a Incnu-based graphi-
cal uscrinterface. These goals and problem context
arc th er1 passed to 1) 1¢c decompositio n-based plan-
ner. 1'1112 decompositi on-based planner uses image
processing knowledge to classify the overall problemn
type which the user has specified in a process called
skeletal planning (Iwasaki and Friedland 1985). This
classification is then used to decompose the problem
into smaller subproblems in a process called hicrar-
chical planning (Stefik 1 981). The subproblems pro-
duced |y the decomposition process are then solved
in a process called operato - based planning (Pem-
berthy and Weld 1 992), in which a planncr uses a
deseript ion of possible actions (in this case image
processing steps) to determine how to achieve sub-
problem goals as indicated by the problem decom-
position. The resulting plan segments are then as-
sembled using constraints derived in the decompo-
sition process. The resulting plan is then used to
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Figure 22 MV1 System Architecture

gencrate an actual exccutable VICAR PDF using
conventional code-generation techniques.

M VI' uses 1 oth deem nposition anid operator-
bascd planning paradigms for 1wo reasons: scarch
control and user understandability. Plans in the
MVYP domain can be of considerable length (up to
100 steps) and cach step (or VIC AR program) can
involve reasoning a »out numerous cornplex effects
(inany operators have tens of effects). Due to the
large scarchspace caused 1 Hy this complexity, con-
ventional operator-based planning approaches are
not able to tractably construct plans in the VICAR
domain without significant control knowledge. By
using the decomposition planning paradigm, MVP
breaks up the large scarch space planning prob-
lems caused by the complexity of the image pro-
cessing problems in to multiple smaller problems,
thus reducing the scarch problems encountered dur-
ing operator-based planning. Indeed,the 1)101)IC111
decomposition rules used in MVP can be considered
& very Important form of scare]] control knowledge
essential to MVIPs image processing capability.

MW’ aso uses decompositi on-based planning for
rcasons of user understandability. Kven if a hurely
opcrator-based planning approach were able to gen-
crate plans to solve the VI CAIR problems, these
plans would be difficult, for MI]'], analysts to un-
derstand because MIPL analysts do not. consider an
entire image processing problem all at once. Typi-
cally, analysts begin by classifying the gencral prob-
lem being addressed into one of a gencral class of
problems, such as mosaicking, color triple process-
ing, etc. They then use this classification and the
problein context to decornpose the plati into several
al Hstract steps, such as local correction, navigation,
registration, touch-uy s, ete.  Because MW’ uses
decomphosition i-hased planning to reduce the origi-
nal image processing problem, it can casily produce
an annotated trace of how the overall problem was
classified and decomposed, simplifying analyst, un-
derstanding of the plan generati on process.

Skeletal and Hierarchical Planning Using
Dccompositions

MVP integrates decomposmon and operator”.pascd
planuing: paradigms. M V]’ first reduces a pfoblem
using decomposition methods, then solves the result-
ing sub] rroblems using ()porator planning techniques.
MVP uses knowledge represented as decomposition
rules to perform skeletal and hierarchical planning.

Skeletal and Hierarchical Planning in MVP
Skeletal planning (Iwasaki and Friedland 1985) is
an approach to planning which casts planning as a
structured classification joroblem. In skeletal plan-
ning, a planner identifies a ncw problem as one of a
general class of probleins based upon the goas and
initial state. This technique was originally developed
as a model of experiment design in molecular biol-
ogy; however, skeletal plauning is also an accurate
model of how expert analysts attack VICAR proce-
dure getnieration ] sroblems. Typically, in a VICAR
problen, there is a central goa for processing, such
as mosaicking, which then dictates a decomposition
of the overall problem into subproblems such as lo-
cal correction, navigation, and registration. MVP
attacks a VICA R problem by first determining the
general problem: class, and then using this problem
class to performan initiad decomposition of the top-
level image processing goals.

Hierarchical planning (Stefik 1981) is an approach
to planning where abstract goals or procedures arc
incrementally refined into more and more specific
goals or procedures as dictated by goal or procedure
decompositions. MV1' uses this approach of hier-
archical decomposition to refine the initial skeletal
planinto a more specific plan specialized based on
the specific current goals and situation. This allows
the over al problem decomnposition to be influenced
by factors such as the presence or absence of certain
image calibration files or the type of instruinent and
spacecraft, used to record theimage. For example,
geometric correction uses a model of the target ob-
ject to correct for vari able distance from the instru-
ment to the target. IFor V(’)YAGER images, gcomet-
ric correction is perforéd as part of the local cor-
rection process, as geownetric distortion is significant,
enough Lo require immediate correction before other
image processing steps can be performed. However,

for GATILEO iinages, geometric correction is post-

poned until the registration step, where it can be
performed more efliciently.

Decomposition-Based Planning in M V P
MV?P uses a decomposition approach (Lansky 1993;
Erolet al. ‘1 994)to perform Skeletal and Hicrar-
chical planning. In a decomposition approach, de-
composition rules dictate how to break a problem
intosmaller problems. In many cases, it is possible
to deem nposc a problemin several ways. In these
cases, theplanner then scarches the space of possi-
ble decompositions, Decomposition approaches arc

extremely powerful in that many other paradigins

(su(h as modal truth criterion planning (Lansl\y

1°3'33) canbeimplemented in a decom])osition-based
ap])l({sch The syntax for a decomposition rule is
shown in Figure 2.
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Figure 3: Decomposition Rule Syntax

LHS RHS
G=mosaicking goa present Gr= 1 locd
correction, -
Co=null 2. navigation -
C2= an initial classification 3. registration

has not yet been made 4. mosaicking ,
5. touch=pns ¢

C1=  thesesubtasks be
performed in order
1,2.3.4.5,
protect local correction
until mosaicking

N= problem class is
mosaicking

Figure 4: Skeletal Planning Decomposition Rule

This rule states that a set of goalsor actions G
can be reduced to anew set of goals m actions G p;
if theset of constraints Co is satisfied in the cur-
rent plan and the context Cy is satisfied in the cur-
rent. plan provided the additional constraints C are
added to the plan. Skeletal planning in MVI is im-
plemented in by encoding decomposition rules which
allow for classification and initial decoinposition of
a set of goas corresponding to a VICAR problem
class. The LLHS of a skeletal decomposition rule in
MVP corresponds to a set of conditions specifying a
problem class, and the R11S specifies an initial prob-
lem decomposition for that problem class. For ex-
ample, IFigure 3 snows a decomposition rule for the
problem class mosaicking with absoluic navigation.

The simplificd decomposition rule shown in Fig-
ure 3 states that if mosaicking is a goa of the prob-
lem and an initial problem decomposition has not
yet been made, then the initial problem decomposi-
tion should be into the subproblems local correction,
navigation, etc. and that thesc steps must be per-
formed in a certain order. This decomposition also
specifies that the local correction goals must be pro-
tected during the navigation and registration pro-
cesses, In general, MV permits goals and abstract
steps to be specified inthe Gy and G, fields. The
constraints Cy and ¢y and context specify restric-
tions on when the rule is app licable, and includeé
(1) constraints on the ordering of steps or goals; 2,
constraints on the assignment Of variables represent-
ing objects in the plan; agoals or steps that must be
present in the plan; and{d) goals or steps that arc not

N

N N R KR

LHS ' RHS
G= navigation action present G,= 1. absolute
Co=null navigation
C2= the project is VﬁYAGER Ci= null

or GALILEO and N = null

limb présent in all images

Figure &: Hierarchical Refinement Decomposition
Rule

alowed to be present i1 the plan. Hicrarchical plan-
ning is aso implemented within the decomposition
framework. In this case the LHS specifics a context
in whiclia set of goals or actions cau be decomposed
into a lower-level set of goals or actions. For cxam-
ple, the docé’mpositionl'ulcin Figure 4 states that if
the limb is presentin al of the images (meaning that
the sun-facing edge, of the planct is visiblein all of

the images), for VOYAGER and GA L ILEO images, '\

the navigation stép can hé performed by absolute
navigation (a process inwhich cach of the images
can be navigated independently).

This decomposition-hased approach to skeletal
and hicrarcl rical planming in MVDP has several
strengthis, First, the decomposition rules very nat-
urally represent the manmer in which the analysts
attack the procedure generation problem. Thus, it
was a relatively straightfo rward process to get the
analysts to articulate and accept classification and
decomposition rules for the subareas which wc have
implemented thus fat. Second, the notes from the
decomposition rules used to decompose the problem
can be used to annotate the resulting PDF to make
the VICAR programs more understandable to the
analysts Third, relatively few problem decomposi-
tionrules arc easily able to cover a wide range of
problens ant] decompose them into much smaller
subproblems.

Opecrat or-Based Planning in MVP

MVP uses classical o] mrator-based planning tech-
niques 1 O solve subproblems produced by the
decomposition- based plammer.  An operator-based
planner uses:

1. a model of actions M (in this case the model rep-
resents the requirements and  effects of individual
VICAR steps);

2. a specification of a current state C (this corre-
sponds to the currer It database state); and

3. a specification of # goal criteria G (this corre-
sponds to user request specification)

to derive:

a sequence of actions A, that when exccuted in
the current state C,result in a state which satisfies
the goal criteria G.Int his case A will correspond to
the VICAR script the user can exccute to perform
the image processing task at hand.

In operator-based planning, an action is repre-
sented in terms of its preconditions (those things



required tobe true before an action can be exe-
cuted), and its eflects (those things true after an
action is exccuted). For example, in VICAR image
processing, the program GALSOS is used to radio-
metrically correct Galileo image files. This would
be represented by a planning action for the GAlI,-
SO S program, which could be applicd to an image
file. This action would have the precondition that
the image file be a Galileo image file. This action
would also have the cflfect that the image file is ra-
diomnetrically corrected after GALSOS has been run.

When constructing a plan to achicve a goal GJ,
a planner will consider those actions which have G1
as an cflect. Thus, if the planner wanted to achicve
that a particular image file was radiometrically cor-
rected, it would consider applying the VICAIR pro-
gram GALSOS on theimage file. If a planner decides
to add an action A 1 {o a plan to achicve a goal, it
will then have to achicve al of the preconditions of
A 1. This process is called subgoaling. Ior example,
the VICAR program PI'P requires that animage file
be in byte format before PTT can be applied. Thus
if the planner decides that it wantsto apply the 1’11
program to a file, it then must ensure that the image
file is in byte format. Insome cases this will alrcady
be truey in other cases running a progran§to change
the file format may be required. )

~

Planning is aso complicated by the fact that there
arc typically interactions between subparts of the
plan. Thus, actions introduced to achicve goals in
onc part. of the planmay undo goas achicved in an-
other part of the plan. The process of ensuring that
such interactions do not occur is called protection.
Protection can involve such measures as ensuring
that the goal is no longer needed when it is undone,
or cnsuring that the oflending action eflect. dots not
in fact refer to the same object as the achieved
goal (by creating a copy of a file, for cxample).
We have Only briefly sketched so111¢ of the elements
of operator-lased planning, for amore detailed
treatinent of operator-based planning algorithms the
reader is referred to (I’emberthy and Weld 1992;
Chapman 1987).

To illustrate the operator-hased planning process,
consider the (simplified) image processing operators
shown in I'igure 5. This information can be summa-
rized by the information shown below indicating the
relevant programs for achieving the goals of niss-
ing line fillin, spike removal, and radiometric cor-
rection for Voyager and G ahleo iimages. When con-
structing aplanto achieve these goals, depending on
the project of theimage file (e.g., cither Voyager or
Galileo), MVP candctermine the correct program
to use | ecause the preconditions enforce the  correct
brogramselection.

V oyager Galileo
{illin missing lines  VGRFILLIN  GLLFILLIN
remove spikes ADESPIKE  ADESPIKE
radiometric corr. FICOR77 GALSOS

Howcever, det ermining the correct ordering of ac-
tions can sometimes be complex. In this case, the
corrcct order to achieve the goals of linefillin, spike
removal, and radiometric correction is dependent
upon t] e project of the file. In the case of Voyager
files, Al YESPIKE (spike removal) requires raw pixel
values and FICOR77 (radiometric) changes pixel
values t 0 correct for camecra response function, so
FICOR 77 removes a nccessary condition for AD E-
SPIKE. This interaction can be avoided by enfore-
ing that ADESPIKE occurs before FICOR77. VGR-
FILLIN requires binary EDR header on the image
file which is not maintained by ADESPIKE, this in-
teraction can 1he avoided by requiring VGRFILLIN
to be executed before AD ESPIKE.

The Galileo case is dightly different. GALSOS un-
docs missing line fillin so that it interferes with GL1-
FILLIN. This interaction can be avoided by enforc-
i]]g GLI.FILLLIN after GALSOS. Add|t|0na”y, GA I,'
SOS requires raw pixel values, and A1) ESPIKE al-
ters the pixel values, so ADESPIKE interferes with
this condition. This interaction can be avoided by
requiring that GALSOS occur before AD ESPIKE.

V oyager Galileo
Fxceution Order:  VGRFILLIN  GALSQOS

ADESPIKE  GLLFILLIN

FICORT7 ADESPIKE

This simple example illustrates the types of in-

teractions and contextfsensitivity t h at the VICAR -

image processing application entails. All of these
interactions and context -gensitive requirements are
derived and accounted ofcautomatically by M V P
using the operator specification, thus allowing con-
struction of plans despite complex interactions and
condit jons.

MVY1 also insulates the user from many of the
lower-level intricacies of image processing by auto-
matically achieving sulygoals.To illustrate how the
o]wratol-based planning process performs subgoal-
ing, consider the subgoal graph illustrated in Figure
7.%1n this case the user has sclected the goal that
the images be navigated using manual methods and
that the archival navigation information for the im-
age should be updated. The decomposition planner
has access to the knowledge that in order to navigate
the image, the operational goal is to construct, an
OM matrix which defines the transformation from
(line, sample) in the image to some known frame of
reference (usually the position relative to the tar-
get planet center). The planner knows that in order
to compute this mnatrix it must have a tiepoint file,
the project of the image, and the image files for-
matted into a mosaic file list. in order to produce
atiepoint file for the goal specification of manual
navigation, the planner uses the MANMATCH pro-
grain. ‘1’he MANMAT‘Cl 1 programinturnrequires
a refined overlap pairs file, the project of the im-

3The VICAR code previously shown in Figure 1 is
taken from this example.

/i



Operator VGRFILLIN GLLFILLIN ADESPIKE FICOR77 GALSOS
Preconditions VGR image GLL image (GLL image) VGR image GLL image
EDR present or ((VGR image) raw pixel values
and (raw values)) ) )
Effects missing lines filled in .. . .. spike removal radiometric corr. radiometric corr.

not raw values

blemish removal reed-solomon
overflow corr.
saturated pixel corr.
not missing line fillin

not raw values

Figure G:Simplified operator Definitions
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Figure 7: Subgoal Graph for Manual Relative Navi-
gation of Galileo Image Files

ages, the initial predict information, and again a
mosaic file list. The refined overlap pairs file can
be construeted using the 111)1111S prograim, but this
reguires a crude overlap pairs file based on an initial
predict source. This crude! overlap pairs file in turn
requires the default navigation method, and the lati-
tude and longitude of sampleimage files. The rest of
the graph is generated similarly. This subgoal graph
is generated inresponse to the particular combina-
tion of user goals and thestate of the sclected image
files.

MV P also usecs operator-based planning tech-
niques 1o determine correct [ rrogram o] >tion settings.
MV 1’ uscs preconditions to represent. various pro-
gram option settings and the situations under which
they will achiceve desired cffects. Thus, when an ac-
tion issclectedto achicve agod, the correct program
option settings have also automatically been deter-
mined.

Application Usc and PPayofl

MVP2.0 is implemented in C and runs Sun Sparc-
Stations under Unix and Motif and under VMS on
Vaxes. MV is currently operational and available
for use by analysts at JPL’s Multimission Image
Processing Laboratory (Ml 1 ‘1,) for radiometric cor-
rection, color triplet reconstruction, and mosaick-
ing with relative or a solute navigation, registration,
and simple filtering and stretehing tasks. Ior these

o7
tasks M VP reduces cflort {o gon(‘l atean initia PDF
for an expert analyst from 1/2 ;L ‘day to 15 minutes
and reduces the effort for a novice analyst from sev-
cral days to 1 Liour. Thus, by using MVP an analyst,
achicves over anorder of magnitude improvement in
productivity in generatingimage processing ’DFs.

Application 1 )evelopment and
Deployment

Initial development on the MVP concept began in
August 1992 and a proof of concept demonstration
systen MVP0 was produced runninginLISP on a
S}'{ﬁ sparcstation by late September 1992 for ba-
sic correction tasks (radiornctric correction, missing
line fill in, despiking data, photometric correction,
blemish removal andrescau removal) for Voyager
project images. This demonstration was invoked us-
ing a to:xt-based interface and accessed a dumimy
image database ratherthan accessing the actua im-
age databasc. The complete effort for the proof, of
concept demonstration was approximately 1 woxk\
month.

This prototype was well received by the analysts,
and work began on amore complete prototype MVP
1.0. This version was aso implemented in LISP and
accessed adunmy image database in flatfile format.
The domnain theory for MVP 1.() extended MVPO by
including Galileo project images, and added absolute
navigation of images as well as several simple filter-
ing and stretching opt ions. MV1>1.0 used a graphical
user interface running under Openlock/X. MVP 1.0
was copleted by March1993. MVP 1.0 was further
extended to cover application programs for registra-
tion of data and simple mosaicking tasks in_version
1.1, w] rich was completed in September 1993, The
complot ¢ development effort, for MVP 1.0 and 1.1
was approximat ely 0. Q\V(nklyoaxf which includes
analyst time and MIP'1.S prograniming support.

In October 1993, work began on MVD2.0,which

was intended to be an operational system in he
Multimission Iinage Processing laboratory (MIPL).

From an. A | planning standpoint, MVP2.0 would be | ,(

very similar to MVP1 .1, with the major difference
that it was to be written in C. This included migra-
tion of the decomposition planner (to CLIPS) and
integrat ion of Flexand 1 3ison to parse input oper-
ator and rule files. The majority of the port was
completed by March 1994, with April and May be-
ing spent on testing, developing a Motif-based GUI,
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and interfacing MV1’2. 0 to actual VI CAR databasc
access routines. MVI32.0 was installed in MI PI May
1994. During the suminer of 1994, MVDP2.0 was ex-
tensively tested in the oprerational sottimg and used
to generate image products. Simultancously, it was
extended to cover more complex correction tasks in-
volving registration, and relat ive navigation. Also,
during this period, a numbyer of knowledge base
development tools were produced (Chien 19'341~).
The complete development effort for MVP 2.0 from
September 1993 through September 1994 Was ap-
proximately 2.2 work years. [;:;.

Current efforts focus ondwo, fronts: (1) expand-
ing the domain coverage to furtier image processing
task.{“;{Z) providing a development environment to
facilitate extension 1o new image processing tasks ;
and(3) ficlding MVD to a University VICAR image
processing, site (caled Home Institution Iinage Pro-
cessing Sites or 11111'S). We arc currently working
on extending the domain kniowledge reprresented in
MVP2.0 to cover more complex mosaicking tasks as
well ‘as filtering and stretching tasks. Development
cnviromment enhancements include tools to analyze
operator sets and rule sets to find simple errors (e.g.,
typographical errors) that result in domain theories
wliere no actions can achieve a goa. Towards ficld-
ing MVI”at a11111' S site, we arc currently in contact,
with personnel from the (10]);11'1‘11101% Of Geology at
Arizona State University a »out a collaborative cffort
to field MVI’ for Galileo and Magellan science image
processing,.

Maintenance

Initial development of the planning knowledge base
was performed by LISP programmer Al personncl
with significant background in Al planning systems
(Versions 1.() and 1.1). The domain theories for Ver-
sion 2.0 was developed by a software engineer with
little Al background. The current domain theory is
being used to describe to analysts the overall pro-
cess Of constructing planning decomposition rules
and opcrators, with the intention that further ver-
sions of the domain theory will be developed by ana-
Tysts or other V] CAR users. Towards support of this
goal, we have been developing a planning knowledge
base dcbugging environment, which provides static
analysecs of the planning knowledge bascto perform
simple checks for achicvability of goals and runtime
tools to isolate failing preconditions (Chien 1994b).
In current plans, maintenance and extension of the
planner and development environment will be sup-
ported by Al group b ersonnel for the near future
(e.g., 1-2 ycars)with theintentionthat maintenance
and extension of MVEP will eventually be taken over
by the Immage Processing Section, with the Al group
providing continuing support in a consulting role.

Conclusions
This paper has deseribed the application of Al plan-
ning techniques 1o automate iinage processing. This
application has resulted in the fielding of MVI22.0,
which reduces the effort,to produce radior netric cor-
rection, color triplet reconstruction, ill 1d mosaick-
ing image processing procedures by over an order

of magnitude.MV]’2.0 uses a hybrid approach to
planning, using 'hicrarchical task decoinposition and
operator -hsed planning paradigms, as well as tradi-
tional syntax t1 anslation methods. This successful
appli cation’is being expanded to cover additional ar-
cas of irnage processing and fielding to remote uni-
versit y | mage processing sites.
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